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THE BEHAVIOR-BASED APPROACH FOR REMOTELY PILOTED
AIRCRAFT SWARM CONTROL IN DYNAMIC ENVIRONMENT

This paper presents an algorithm for remotely piloted aircraft (RPA) swarm control applying Modified
Artificial Potential Field (MAPF) approach. It is a complicated control problem, which requires developing a
quick and robust system, in order to avoid collision between RPA and obstacles or RPA pairs. The MAPF use
has such advantages as optimization with minimal cost, robustness that considers the global traffic condition,
scalability that possesses explicit coordinates of waypoints and efficiency in implementing various tests of
tuning parameters. This behavior-based approach means that each RPA shows several behaviors based on
sensory inputs such as obstacle avoidance, destination tracking and swarm keeping where final control is
derived from the weighting of the relative importance of each behavior. The main advantage of this approach is
that it can operate in the unknown and dynamic environment because it is a parallel, real-time and distributed
method, requiring less information sharing.
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Introduction. To control the flight of Remotely
Piloted Aircraft (RPA) swarm is a challenge as RPA
are widely used in different domains. The RPA oper-
ation is effectively enhanced through the cooperation
among them and make great impact on productivity
in missions such as search and rescue, surveillance,
mapping. Collision avoidance is central to the RPA
swarm flight research. In order to avoid collision
between RPA and obstacles or RPA pairs, it is required
to consider the methods for formation switching and
collision avoidance (Figure 1).

Classical path planning methods, such as potential
field method, genetic algorithm, grid-based method
and geometric approach are applied to single RPA
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collision avoidance. Due to the shortcomings of the
traditional artificial potential field (APF) method, the
Modified Artificial Potential Field (MAPF) method
is developed in a certain constraint reference frame
to decouple the decomposed force from the MAPF
method with specific physical constraints. In the con-
straint reference frame, the path is examined with the
updated force of the MAPF method, implemented by
the RPA, and corrected if the updated force disagrees
with the physical constraints.

This collision avoidance manoeuver has such
advantages as optimization with minimal cost,
robustness that considers the global traffic condition,
scalability that possesses explicit coordinates of way-
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Figure 1. The scheme of RPA swarm operation
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points and efficiency in implementing various tests
of tuning parameters. For RPA swarm, it is neces-
sary to consider their formation flight and collision
avoidance simultaneously. Without taking into con-
sideration the correlation between RPA, the collision
avoidance method often works in a static structured
environment and was not directly applied to the colli-
sion avoidance of formation flight [1, p. 2].

Related work. In the case of swarm control, RPA
need to communicate with each other; therefore,
information sharing plays a vital role in the overall
operation. The challenge here is to make these two
operations, i.e. sensing and information sharing,
autonomous to achieve desired control. Autonomous
RPA operation in a swarm is connected with the prob-
lems of collaboration between RPA in dynamic envi-
ronment. The solution of these problems are already
represented by three approaches represented on a Fig-
ure 2 [2, p. 2].
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Figure 2. The swarm control method classification

In the leader-follower approach, a leader is
assigned to the swarm participant and remaining
members of swarm are the followers. In this approach,
a leader follows its desired trajectory while follower
objects track the position of the leader. There are three
kinds of leader in this approach, namely static leader,
dynamic leader and virtual leader. The advantage of
this approach is the reduced tracking errors and can be
analyzed using standard control techniques [3, p. 82].
Another benefit is that only the leader is responsible
for planning trajectories and followers must follow
the coordinates of the leader; therefore, it results in a

simple controller. In terms of disadvantage, a leader’s
fault can neutralize the whole swarm and feedback
from followers to a leader is generally not applied in
this approach.

In the behavior-based approach, each individ-
ual swarm member shows several behaviors based
on sensory inputs such as obstacle avoidance, goal
seeking and formation keeping where final control is
derived from the weighting of the relative importance
of each behavior. There are main four methods in
this approach, namely motor scheme, potential field,
swarm intelligence and flocking. This approach can
be defined as a structured network of such interact-
ing behaviors where the final action of each object
is derived by the behavior coordinator. The behavior
coordinator multiplies the output of each behavior by
its relative weight, then summing and normalizing
the results. One advantage of this approach is that it
can operate in the unknown and dynamic environ-
ment because it is a parallel, real-time and distributed
method, requiring less information sharing [3, p. 82].

In the virtual structure approach, a virtual rigid
structure is derived that represents a form of agents.
Then, the desired motion of the virtual rigid struc-
ture is given, and agents’ motion is derived from the
given rigid structure. Finally, to track the agents, a
tracking controller for each individual agent is derived
in which the formation is maintained by minimizing
the error between the virtual structure and the current
agent position. In this approach, the desired trajectory
is not assigned to the single agent, but it is shared by
the whole formation team. In terms of advantage, this
approach is easy to prescribe the coordinated behavior
for the whole group [3, p. 82]. In terms of disadvan-
tage, this approach is centralized, therefore, a single
point of failure can crash the whole system. Further-
more, heavy communication and computation burden
is concentrated on the centralized location, which may
degrade the overall system performance [4, p. 74].

Problem statement. The collision avoidance
methods can be divided into the following catego-
ries: the method of potential collision resolution
based on geometrical approach. This method define
control commands for avoidance maneuver accord-
ing to the relative distance, speed, acceleration,
angle, etc., between the RPA and obstacles, but it is
difficult to apply in complex dynamic airspace. The
second method is based on real-time path planning.
With the development of research in this field, many
path-planning approaches with significant improve-
ment in timeliness have been proposed, such as
artificial potential-field approaches, artificial heu-
ristic approaches and sampling based path-planning
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approaches, etc., which can be applied to common
path-planning problems in dynamic environments
[5, p- 196].

In this paper, the MAPF proposed for RPA swarm
control. The main problem can be divided into sub
problems: obstacles detection, path planning, group
formation, cooperation and data exchange between
vehicles.

The traditional APF usually has problems con-
nected with local minimums in the potential field
function, which generate limitations such as:

1. No flight path between closely spaced obstacles.

2. Oscillations in the presence of obstacles.

3. Oscillations in narrow flight paths.

4. Non-reachable destination area or waypoint.

The RPA assumed as negatively charged particles
and destination area as a positively charged. A repul-
sion force often dominates over the attraction force in
scenarios containing RPA swarm causing the vehicles
to never reach their destination area. Mathematical
formulation of approach assumes a numerical value
in each point in space and time, and whose gradient
represents forces. Path planning using MAPF is based
on a design of a standard attraction force function for
the goal point, and repulsion force function with tuna-
ble parameters depending on shape, size and location
of obstacles [6, p. 169]. At each point, the resulting
potential field angle is lying along the angle of the
resultant attraction and repulsion forces formulated
by RPA, potential field functions considered as func-
tion of distance. The RPA motion in a dynamic envi-
ronment is connected with potential conflicts pres-
ence with dynamic objects like RPA that has another
speed value, shape, onboard equipment, so they can-
not be compatible for position data inter-change per-
formance. In this case, RPA should be able detect any
dynamic obstacles operatively, calculate ranges and
motion parameters.

Proposed approach. To solve RPA swarm flight
control problem the MAPF used. The movement in
general presented by kinematic equation system:

X, =f(V, ¥, x);
Vi =fVs ¥, v
Vie (Vi Vi
V. e (0° 360°),

where x;, y; — are the coordinates of the i-th RPA;
V; — is a flight-path velocity vector of the i-th RPA;
¥, — angular position of the vector V; V, ... Vi —
are the minimum and maximum permitted value of
a speed of the i-th RPA. The value (module) of the
velocity vector and the angle of its orientation (head-
ing angle) are the control parameters in the kinematic
model of the aircraft motion.
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The RPA sensors are responsible for distances
calculation between RPA and obstacles r, ,, and
distance to the destination r; is provided by onboard
Navigation System, also the heading to the target is
provided (Figure 3). The role of Path Planning block
is to define conflict free trajectory ¥; and Autopilot
is responsible for flight trajectory correction includ-
ing RPA flight performance characteristics. The
result of RPA operation model will be next position
coordinates:

X = x,v(t) cos'P(t) At;
Yeer = Yv(1) cos () At.

This method consist in use of the real world
charged particles properties to generate a force field
(electric or magnetic), which at their interaction
causes attraction and repulsion forces. RPA consid-
ered as the dynamic objects with the same sign and
destination point has opposite sign. General character
of the attraction force from the distance for different
dynamic objects is qualitatively the same: the attrac-
tion force of dynamic objects to each other dominates
at large distances between them and the repulsive
force act at short distances 7.,.

. Gmm, .
F,.j:i“ Lo ae{2,3,...};
ij
~_ Gmmpr, .
F; :7#;/ ;o Pef3,4,...};
ij
F,=F +F

'
where m;, m;, — masses of i-th and j-th dynamic
objects, G — gravitational constant and r,— distance
between objects.
As a result the heading angle ¥, can be define as
follows

F.
tan¥y, = %
iix
Taking into account objects positive or negative
sign assignments, around each RPA the artificial force

field formed.
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Figure 4. Artificial Potential Field formed by:
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Figure 5. Artificial Potential Field with minimums (minimums) and maximums (RPA & obstacles) formed by:
a) obstacles and destinations zone; b) with 8 RPA

Simulation. The RPA motion in a dynamic envi-
ronment is connected with potential conflicts pres-
ence with dynamic objects like RPA that has another
speed value, shape, onboard equipment, so they
cannot be compatible for position data interchange
performance. In this case, RPA should be able detect
any dynamic obstacles operatively, calculate ranges
and motion parameters. The experiment was per-
formed in order to check the method applicability.
There are 8 RPA with different masses but the same
security zone performed a mission to start at the ini-
tial zone, to form a swarm and reach the destination
area while avoiding collisions with static obstacles.

The main condition of flight performance was the
uniform motion at a constant speed and absence of
any data exchange between RPA about their position
coordinates. On the Figure 6, the flight trajectory is
presented where 2 obstacles are presented with inner
circles and outer circles shows alert zone. These
alert zones stimulate RPA to immediate actions for
collisions avoidance and finding the optimal shortest
way to destination zone.

The RPA main flight performance characteristics
are maximum turn rate and angle. On the Figure 7
the heading angle Wi of each RPA is presented, the
traditional APF usually characterized by oscillations
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effects of heading value, in comparison to MAPF,
which corresponds to RPA flight characteristics.
Conclusions. In this paper, the Modified Arti-
ficial Potential Field has been proposed to control
a swarm of autonomous RPA to achieve the desti-
nation zone and maintain a given formation while
avoiding collisions with obstacles. Behavior-Based
Approach is more convenient for the task solutions
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because it does not require a high computational
capability and the flying trajectory can be modi-
fied in real time when an unexpected obstacle has
been detected. The MAPF approach allows for
significant scalability to hundreds or thousands of
RPA provide enough airspace for a safe operation
in a dynamic environment with non-homogeneous
vehicles types.
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MOBEJATHKOBHWH MIJIXII 10 YIIPABJIHHS POEM JUCTAHIINHO MIJIOTOBAHUX
HOBITPAHUX CYAEH Y JMHAMIYHOMY CEPEJOBHIII

Y emammi npeocmasneno cnoci6 ynpagninus poem OUCmanyitino ni0OmMo8aHuUx NOGIMPAHUX cyOeH (Oani —
JITIC) 3 6uxopucmannim memooy MoOUPDIKOBAHUX UNyUHUX nomeHyilinux nonie (0ani— MAPF). []e 3a60anns
suUMazae po3poonents weuokoi i HaoditiHoi cucmemu Ynpasninua, wob yHuxnymu 3imknenus mise JUIIC i
nepewxodamu aoo napamu JIIIC. Buxopucmanna MAPF mac maxi nepesacu, sik onmumizayis mapupymy
HONbOMY 30 KpUmepiem MIHIMyMy 86i0CmMaHi, HAJIUHICMb, WO 8PAX0BYE YMOBU 2100ATbHO20 MPAag)iKy, macul-
maboBaHicmy, KA MA€ A6HI KOOPOUHAMU ULTAXOBUX MOYOK, | e(heKMUBHICMb Ni0 Yac BUKOHAHHS PISHUX nepe-
8IpOK 13 pisHUMU nouyamxosumu danumu. Lleti 3acHosanuti Ha nosedinyi nioxio osnauae, wjo xooicne JIIIC
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NOKA3YE KibKA NOBOONCEHD, 3ACHOBAHUX HA 6XIOHUX OQHUX, MAKUX AK 3aN00IeaHHs 3iMKHEHb i3 NepetuKooamy,
gi0CmediceH s YiNb0BOT MOYKU i YMPUMAHHS POTO, 0e Kepyloui KOMAHOU BU3HAYAIOMbCA HA OCHOBI 364ICYBAHHSL
BIOHOCHOT 8axcausocmi kodxucHoi nogedinku. OCHOBHOIO Nepedazoio Ybo2o nioxXo0y € me, o GiH Modice npa-
yrosamu 8 HeGIOOMOMY i OUHAMIYHOMY cepedosuyi, OCKIIbKU Yell Memoo € 0eyeHmpanizo8anum i npayioc 8
PedAcUMi peanbHo20 Hacy, Wo GUMazac MeHuio20 0OMiny ingopmayicro.

Knwuogi cnosa: piti oucmanyitino2o niiomosanux nOGImpsHux cy0eH, MOOUDIKOBAHT wimyuni nomeHyiliHi
noJst, 3anodieants 3IMKHEHHAM, CULU NPUMS2AHHS MA 8I0UIMOBXYBAHHS, NIOXI0, 3ACHOBAHUL HA NOBEOTHY.

MNOBEJEHYECKHWM MOJXO0/J K YIIPABJIEHUIO POEM JTUCTAHLIMOHHO
NMAJIOTHPYEMbBIX BO3JIYIIHBIX CYJIOB B IUHAMHWYECKOWM CPEJIE

B cmamve npeocmaenen cnocob ynpasnenus poem OUCMAHYUOHHO RULOMUPYEMBIX 8030VWHBIX CYO08
(0anee — JIIIBC), ¢ ucnonvzosanuem memooa MOOUPUYUPOBAHHBIX UCKYCCMEEHHBIX NOMEHYUANIbHbIX NOAel
(Oanee — MAPF). Dmo 3adaua mpebyem paszpabomixu 6bicmpotl U HA0EHCHOU CUCeMbl YNpAasieHus, Ymoobl
uzbesicamo cmonknosenus mexncoy HIIBC u npenasmcemeusmu unu napamu JIIBC. Hcnonvzosanue MAPF
uMeem maxue NPeUMyuecmed, Kax OnmuMu3ayusi Mapupyma noiema no Kpumepuro MUHUMyMa paccmosi-
HUS, HAOEJICHOCMb, YYUMBIBAIOWAs] YCII08US 2T00ATLHO20 MPAPUKA, MACUNAOUPYeMOCHb, KOMOPAsl uMmeem
s6HbBle KOOPOUHAMBL HYMEBbIX MOUeK, U IPHEKMUBHOCTb NPU BbINOIHEHUU PATUYHBIX NPOBEPOK C PASHBIMU
HAYATbHLIMU OAHHBIMU. MO 0CHOBAHHBLI HA NOBeOeHUU NOOX00 o3Hayaem, umo xkasicooe J{IIBC noxkasvieaem
HECKONbKO NOBeOeHUll, OCHOBAHMBIX HA 6XOOHBIX OAHHBIX, MAKUX KAK NPpedomsepaujeHie CMoIKHO8eHUl ¢ npe-
NAMCMBUAMU, OMCIEHCUBAHUE YeNe6ol MOUKU U Yoepicanue CMpOeHUs pos, 20e YNpagisouue KOMauobl
ONpeoensiomcs Ha 0CHOBe 636CUUBAHUS OMHOCUMENbHOL BANCHOCTIU KaAHCO020 nosedenus. OCHOGHbIM npe-
UMYULECTNBOM IMO20 NOOX00A SAGNAEMCL MO, YMO OH MOdcem pabomams 6 Heu38eCmHOU U OUHAMUUECKOU
cpeoe, HOCKONbKY IMON Memoo A6JISLeMCst OeYeHMPAIU308AHHbIM U PAOOMAem 6 pedcume pedibHo20 8PEeMeH U,
mpebyloue2o Menbiie2o 0oMeHa uHpopmayuetl.

Knwoueevle cnosa: poil OucmanyuoHHO20 NULOMUPYEMBIX B030VUIHBIX CYO08, MOOUPUYUPOBAHHbIE
UCKYCCMEEHHble NOMEHYUATbHBLE NOJISL, NPEOYNPEN’COeHUe CIMOIKHOGEHUL, CUTbl NPUMSAICEHUS U OMMAIKUBA-
HUA, N00X00, OCHOBAHHBIU HA NOBEOCHUU.
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